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Abstract

Water resources quality for people in around Surabaya River is an important thing that can be laid aside so it need a management and monitoring system for water quality of Surabaya River. One form of monitoring system for Surabaya River water quality is trend analysis of the system, so it can be used to identify the water system and forecast the next condition. Radial basis function neural network model can be used to analyze the tendency of the water system is based on time series data of the pollutant index value. Taking into account the possibility of parallax error in the measurement, the limited data, and different data characteristics, application of fuzzy theory is imposed on the model. Application of fuzzy theory is also based on its ability for measure the uncertainty by the lower and upper bound. Fuzzy radial basis function neural network model formed expected to give results close to the actual value of forecasting on the testing step of simulation models. Forecasting results obtained pollution index values can also be used as a reference in the management and monitoring system of Surabaya River.
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1. Introduction

One of the most important energy source in the world is water. Water from Surabaya River used for various purposes such as irrigation, drinking water, industrial water and flushing. In accordance with the designation, according to the Decree of the East Java Governor No. 413 on 1997, Surabaya River which is one source of drinking water is expected to meet the quality standards of water quality in B class. Therefore, the set method of evaluating the quality of water system with water quality pollution index stipulated in the Decree of the Environment Minister No. 115 on 2003 on guidelines for the determination of water quality status. In chapter 2 on the decree, the determination of the water quality status can be done by Pollution Index (IP) methods. Pollution index value in the time series can be analyzed to identify the water system. Masduqi and Apriiliani (2008) has researched to estimate the quality of water in Surabaya River for a time, but how the behavior of the system can not be analyzed so it’s difficult to be used when rapid changes in river conditions occur.

Artificial neural network modeling is one of study about systems engineering that can be used to analyze the mechanisms, patterns, behaviors and tendencies system (Arifin and Irawan, 2009). Neural network is widely used in time series data as a function of time t. The goal is to forecasting value in the future (Bishop, 1995). Suppose there is a single variable $x_t$. One approach is to generate a sequence of discrete values $x_{t-1}$, $x_t$, $x_{t+1}$ and so on. Taken $d$ such that there are $x_t - d + 1, \ldots, x_t$ as input to the network of value $x_{t+1}$ as the target for the network output. Riggs (1987) stated that one way of forecasting is the method of time series which uses historical data (past time data), for example, the data values of water quality parameters today, to make the forecast values of water quality parameters in the future. The purpose of this method is to identify the patterns of historical data and then extrapolate this pattern into the future. In a method of identifying patterns of past data is done by creating a artificial neural network is trained to be able to mimic the pattern of data. Selection of algorithms and corresponding parameters and determining how much the data required in the learning process is very important to determine the accuracy of generated forecasting.

Radial basis function neural network first introduced into the literature on neural networks by Broomhead and Lowe (1998). Qiao et al. (2011) also offer a design algorithm model of radial basis function neural network to model parameters COD in the wastewater treatment process. The results showed that the pattern of COD in the disposal of the wastewater treatment can be predicted with acceptable accuracy using data SS, pH, oil and NH3-N as input data in the model. Therefore, in this study using a
model of radial basis function neural network is expected to yield estimates have acceptable accuracy.

Radial basis function neural network is a neural network model with multiple units in the hidden layer, the activation function is radial basis function and a linear function in the output layer. In relation to the number of training data required in the model of radial basis function neural network and water quality data are limited, the application of fuzzy theory in the radial basis function neural network model used in this study. In addition, the application of fuzzy theory is used as unsupervised learning also to cope with the possibility of parallax error in the measurement.

Theory of fuzzy logic techniques have been successfully applied by Lee et al. (1997) and Daihya et al. (2007) in modeling of water quality parameters. Fuzzy is an adjective that describes something that is not clear, doubt, imprecise, vague, and so forth. The concept of fuzzy sets offer a method that can handle uncertainty in which there is no clear boundary between the condition with other conditions. The ability of fuzzy sets is to express gradual transition from membership becomes not membership in a set, and the opposite (Kusumadewi et al., 2004).

Therefore, this study discusses the algorithms in neural network models Fuzzy Radial Basis Function and know how forecasting Pollution Index values using fuzzy neural network model of Radial Basis Function (FRBF). In forecasting results Pollution Index values can be seen the level of success in developing a model of forecasting the results of a real problem with using one of the artificial neural network model. This study is also expected as a manifestation of the role of soft computing in mathematics scholar for environmental management.

2. Research Methods

This study is one form of neural network applications in the management and monitoring of water quality in Surabaya. This study begins with data collection is done by contacting the relevant agencies with the aim of getting the best data objects. From the collection of data on several relevant agencies, the value of data taken several water quality parameters in time series which has the largest amount of data and also has short periodic.

2.1 Pollution Index Method

The object of this research is time series data pollution index value of Surabaya River. Pollution index value is the value of the evaluation results of the value of water quality parameters in each measurement time using the pollution index. The steps of determining the value of the index of pollution with pollution index method is as follows:

If $L_{ij}$ stated concentrations of water quality parameters listed in the Water Quality Standard ($j$), and $C_i$ stated concentrations of water quality parameters ($i$) obtained from the analysis perpercontoh water at a river location, then the $IP_j$ is for allotment Pollution Index ($j$) which is a function $C_i/L_{ij}$. $IP_j$ value is determined by:

1. Calculate the value $C_i/L_{ij}$ for each parameter in each sample.
2. If the value $C_i/L_{ij} < 1.0$, use the value $(C_i/L_{ij})_{em}$ with $(C_i/L_{ij})_{om}$ is the outcome measurement value; If the value $C_i/L_{ij} > 1.0$, use the value $(C_i/L_{ij})_{new}$. The formula: $(C_i/L_{ij})_{new} = 1.0 + P \log(C_i/L_{ij})_{om}$, with $P$ is a constant value which usually defined by 5.
3. Determine the average value and the maximum value of the overall $C_i/L_{ij}$, that namely $(C_i/L_{ij})_R$ and $(C_i/L_{ij})_M$, with the formula:

$$IP_j = \sqrt{\frac{(C_i/L_{ij})_M^2 + (C_i/L_{ij})_R^2}{2}}$$

with $M$ = maximum value ; $R$ = average value

Pollution index values obtained by the methods of classical pollution index is a number. While the expected input values in the model of this research is fuzzy numbers. Therefore the IP classification is also stipulated in the Decree of the Minister of Environment No. 115 of 2003 is used as a determinant of the lower bound and an upper bound to represent the pollution index value into fuzzy numbers. Here is the pollution index value classification:

<table>
<thead>
<tr>
<th>IP value</th>
<th>Pollution Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 &lt; IP &lt; 1.0</td>
<td>Good Condition</td>
</tr>
<tr>
<td>1.0 &lt; IP &lt; 5.0</td>
<td>Easy Contamining</td>
</tr>
<tr>
<td>5.0 &lt; IP &lt; 10</td>
<td>Medium Contamining</td>
</tr>
<tr>
<td>IP &gt; 10</td>
<td>Hard Contamining</td>
</tr>
</tbody>
</table>

2.2 Fuzzy Radial Basis Function Neural Network

The main objective of this research is to develop forecasting models and the introduction of pollution index of Surabaya River with the application of artificial neural network that it is a neural network model of Fuzzy Radial Basis Function (FRBF) to Surabaya River. The basic concept of fuzzy radial basis function neural network model is the application of fuzzy theory to the basic model of Radial Basis Function (RBF) neural networks. The move is intended to develop the quality of the forecasting of the limited data and overcome the parallax error in the measurement. Fuzzy neural network model Radial Basis Function is unsupervised models - and supervised learning (Chi and Hsu, 2001). The learning algorithm can be divided into two stages : stage unsupervised learning and supervised learning phase. The process of unsupervised learning algorithm can be described as follows.

Step 1. Fuzzify the training cases to be the initial fuzzy centers on the hidden layer of the FRBF.
\[ C_i[\alpha](t) = (\bar{C}_{i1}[\alpha](t), ..., \bar{C}_{iN}[\alpha](t)) \]
\[ i = 1, 2, ..., n; j = 1, 2, ..., m \]

With
\[ \bar{C}_{ij}[\alpha](t) = (\bar{C}_{ij}[\alpha]^1(t), ..., \bar{C}_{ij}[\alpha]^N(t)) \]

and \( n \) is the number of input neurons and \( m \) is the number of hidden neurons.

**Step 2.** Input the fuzzy vector
\[ \hat{X}[\alpha](t) = (\hat{X}_1[\alpha](t), ..., \hat{X}_n[\alpha](t)) \]
\[ i = 1, 2, ..., n \]

With
\[ \hat{X}_i[\alpha](t) = (\hat{X}_i[\alpha]^1(t), ..., \hat{X}_i[\alpha]^n(t)) \]

represents the \( \alpha \)-cut fuzzy intervals of the \( i \)th input neuron at time \( t \).

**Step 3.** Calculate the fuzzy distance between the input vector and each neuron on the hidden layer
\[ \hat{d}_j[\alpha](t) = \left\| \hat{X}[\alpha](t) - \hat{C}_j[\alpha](t) \right\| \]
\[ = \frac{\sum_{i=0}^{N-1} (\hat{X}_i[\alpha]^j(t) - \bar{C}_{ij}[\alpha]^j(t))^2}{\sum_{i=0}^{N} (\hat{X}_i[\alpha]^j(t) - \bar{C}_{ij}[\alpha]^j(t))^2} \]

with \( \bar{C}_{ij}[\alpha](t) \) is the fuzzy \( \alpha \)-cut interval between the \( i \)th neuron of the input layer and \( j \)th neuron of the hidden layer.

**Step 4.** Use the center of gravity method to defuzzify the fuzzy distance.
\[ d_j[\alpha](t) = \frac{\sum_{i=0}^{N} \hat{d}_i[\alpha](t) \cdot \delta_{ij}[\alpha](t)}{\sum_{i=0}^{N} \delta_{ij}[\alpha](t)} \]
\[ j = 1, ..., m \]

**Step 5.** Find out the winner \( j^* \) neuron with the minimum distance on the hidden layer
\[ d_j^*[\alpha](t) = \min\{d_j[\alpha](t)\}, \quad j = 1, ..., m \]

**Step 6.** Update the fuzzy value of the winner \( j^* \) neuron
\[ \bar{C}_{ij}[\alpha](t+1) = \bar{C}_{ij}[\alpha](t) \oplus \eta_1(t) \left( \hat{X}_i[\alpha](t) \oplus \bar{C}_{ij}[\alpha](t) \right) \]

with \( \eta_1(t) \) represents the learning rate at time \( t \).

**Step 7.** Reduce the learning rate and repeat steps 2-6 until the number of learning cycles reaches the predetermined value.
\[ \eta_1(t+1) = \eta_1(t) \cdot \eta_{rate}(t) \]

with \( \eta_{rate}(t) \) is the reduction rate of the learning rate at time \( t \).

In addition, the supervised learning process can be expressed as the following steps:

**Step 1.** Compute the output value of the hidden neurons
\[ y_j(t) = \exp \left( -\frac{d_j^2(t)}{2 \sigma_j^2} \right) \]

with \( \sigma_j \) is standard deviation of the \( j \)th hidden neuron \( d_j \) is the Euclidean distance between the input vector and the \( j \)th center.

**Step 2.** Compute the output value of the output neurons
\[ o_k(t) = \sum_{j=1}^{m} y_j(t) \times w_{kj}(t) \]

**Step 3.** Compute the error between the desired and actual responses.
\[ E_k(t) = d_k - o_k(t) \]

**Step 4.** Adjust the connection weights among the hidden neurons and output neurons
\[ w_{kj}(t+1) = w_{kj}(t) + \eta_2 E_k(t) y_j(t) \]

**Step 5.** Repeat Step 1 through Step 4 on the supervised learning until the number of training cycles or the allowable error is reached.

3. **Experiments and Results**

This study begins with collecting data on relevant agencies to obtain the value of some parameters of time series water quality. Data parameters of time series water quality of data values obtained are several water quality parameters 2008 until 2013 with data collection every 2 weeks from Perum Jasa Tirta Malang. By applying the method of pollution index in the data value of the water quality parameters, obtained pollution index value for each measurement time. One example of the calculation of the pollution index values are as follows:
Classification of water pollution index value based on the Decree of the Minister of Environment No. 115 of 2003 on guidelines for the determination of water quality status is used as the determination of fuzzy membership function for each value of the pollution index.

Representation of the membership functions used in this study is the representation of the triangle curve. Representation of the triangle curve is a simple form of fuzzy numbers being able to include a number of classic persekitan by observing the lower bound and an upper bound of the number. The lower limit in each of the ranges in the classification status of water is used as a lower bound for each value of the pollution index. While the upper limit on each of the ranges in the classification status of waters used as an upper bound for each value of the pollution index. Having regard to the lower bound and an upper bound for any form of pollution index value fuzzy numbers for each value of the pollution index as shown in Table 3. The process of transforming the classical numbers pollution index values into fuzzy numbers pollution index value is called the fuzzification process. Fuzzification process is the first step in unsupervised learning phase FRBF model which is expected to improve the quality of forecasting results from the limited data and overcome the parallax error in the measurement.

Fuzzy numbers for each value of the pollution index is used as an input in determining the distance between each neuron in the input layer to each neuron in the hidden layer. Determination of the distance represented by fuzzy α-cut interval in the i’th neuron on the input layer and the j’th neuron on the hidden layer.

The shortest distance is then didefuzzifikasi using COG (Center of Gravity). COG method is basically a heavy point search method for a triangular curve representation for fuzzy numbers. For example, fuzzy numbers [−9, −4, 4, 0] can didefuzzifikasi be (−6.7) as a classic numbers.

\[
(d_j[\alpha](t)) = \frac{\sum_i \tilde{d}_i[\alpha](t) \cdot \mu_A(\tilde{d}_i[\alpha](t))}{\sum_i \mu_A(\tilde{d}_i[\alpha](t))} = \frac{(-9 \times 1) + (-4.4 \times 1) + (0 \times 1)}{1 + 1 + 1} = -6.7
\]

Distances from the selected one of the distance to the minimum value as selected neurons (center) in the hidden layer to be updated. Then the distances are used to calculate the output on hidden neurons and output neurons. Furthermore, the error between the calculated value and the actual value is generated. These steps are repeated until it reaches a predetermined minimum error. Looping and calculation process is simulated in Matlab 2013a so that the resulting pollution index value at the next time.

The data used in this research is the pollution index value data 2008 to 2013 with data collection every 2 weeks. The data used in the training process of the neural network is the data in 2008 and 2012, amounting to 122. While the data of 2013 is used for testing the neural network. The results of the testing process that is described in the form of a graph is as follows.

![Graph Pollution Index Value Results Forecasting with neural networks FRBF.](image)

In the chart above, it is seen that the neural network model Fuzzy Radial Basis Function able to predict the value of the pollution index approaches the true value to the results of forecasting to 8’th iteration. But in forecasting the 7’th, the actual value is too high is not able to be approached by the value of the pollution index forecasting results. Comparison of the results of forecasting the actual value with the value of MSE (Mean Square Error) can be seen in Table 4.

<table>
<thead>
<tr>
<th>Data</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecasting Value</td>
<td>4.27</td>
<td>4.06</td>
<td>3.05</td>
<td>4.11</td>
<td>3.02</td>
<td>4.17</td>
<td>2.98</td>
<td>6.00</td>
</tr>
<tr>
<td>Actual Value</td>
<td>4.27</td>
<td>4.06</td>
<td>4.85</td>
<td>4.33</td>
<td>4.11</td>
<td>5.08</td>
<td>15</td>
<td>7.99</td>
</tr>
<tr>
<td>MSE</td>
<td>0.00</td>
<td>0.35</td>
<td>0.01</td>
<td>0.13</td>
<td>0.09</td>
<td>16.05</td>
<td>0.44</td>
<td></td>
</tr>
</tbody>
</table>

According Ilurwan (2013), the percentage of accuracy (P) can be evaluated by dividing the same or close to (Q) for all the results obtained (R) by the following equation.

\[
P = \frac{Q}{R} \times 100\%
\]

Therefore, for 8 the results obtained in Table 4 above, there are 7 pollutant index forecasting value that can reached minimum error (0.5) from those actual value. So it can take the value of the accuracy of the model is 87.5%.
4. Conclusion

The purpose of this study is to know how to work and the ability of neural network models Fuzzy Radial Basis Function in predicting the value of the pollution index in Surabaya. The workings of the model is divided into two stages, namely unsupervised learning which adopts fuzzy theory and application of supervised learning on Radial Basis Function neural network model. Ability Fuzzy Radial Basis Function models in forecasting pollution index has proven accuracy of the results and can be applied to other problems due to the forecasting results for this research issue has small error value and the value of the forecasting approach the actual value. However, there was an outlier data or data that suddenly surged not been able to be approached by forecasting the results of the pollution index value at the time. Therefore, more research needs to be done in tackling these data outliers.
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